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Chapter 1

Probability

1.1 Permutations and Combinations

In this section, we will introduce the foundations of combinatorics, the branch of mathematics that deals with counting. In particular, we will study permutations and combinations, their relevant formulas, and some basic identities involving these concepts.

**Permuting n items:** Suppose that we want to place \( n \) distinct items in a line, that is, we want to order or permute the items. The most fundamental principle used in counting is the following: the number of ways to permute \( n \) distinct items is the product of the first \( n \) positive integers, which is denoted by \( n! \) ("\( n \) factorial"). This can be proven, somewhat informally, as follows: there are \( n \) choices for the first item in line, \( (n-1) \) for the second, and so on, until there’s only 1 choice left for the last item in line. Since the choices can be made in sequential order, the total number of possible permutations (orderings) is \( n! \).

**Permuting \( k \) of \( n \) items:** Now instead of permuting all \( n \) items, suppose we only want to permute \( k \) of them (where \( k \) is a positive integer less than \( n \)). By the same argument above, the number of ways to do this is \( n(n-1)\cdots(n-(k-1)) \). Notice that there are \( k \) terms in this product, because each term corresponds to selecting an item to place next in the final ordering of \( k \) items. For convenience, notice that a more concise way of writing this product is the following:

\[
\frac{n!}{(n-k)!}
\]

**Choosing \( k \) of \( n \) items:** Now instead of permuting \( k \) items, suppose we only want to choose \( k \) items. In other words, we are finding a subset of size \( k \), rather than a sequence of length \( k \). We denote this value by \( \binom{n}{k} \) ("\( n \) choose \( k \)"), and we often say a subset is a combination. In other words, a combination can be thought of as a permutation in which order doesn’t matter.

As we just saw, there are \( n! / (n-k)! \) permutations of length \( k \). However, each subset of size \( k \) is represented as a permutation \( k! \) times. Therefore, we can conclude that:

\[
\binom{n}{k} = \frac{n!}{(n-k)!k!}
\]

Alternatively, we can reason about these formulas as follows. Let \( k \) be any positive integer at most \( n \). Then permuting \( n \) items is the same as choosing a subset of size \( k \), ordering them, and then
ordering the remaining elements. This line of reasoning results in the following:

\[ n! = \binom{n}{k} \cdot k! \cdot (n-k)! \]

which is equivalent to the previous expression.

**Remark:** If \( n = 0 \), then the number of ways to order \( n \) items is somewhat ambiguous. Similarly, if \( k = 0 \), then the number of ways to choose \( k \) items is somewhat ambiguous. To deal with these ambiguities in a consistent way, we have the following conventions:

\[ 0! = 1 \quad \text{and} \quad \binom{n}{0} = 1. \]

### 1.1.1 Stars and Bars

The notion of combinations is fundamental to combinatorics. To better familiarize ourselves with combinations, we now look at one application known as “stars and bars”.

The setup is the following: suppose there are three children \( c_1, c_2, c_3 \), and we must distribute 10 identical candies among these three children. Each child can receive any number of candies, including 0. For example, one possible distribution is \((4, 3, 3)\): in this case, \( c_1 \) receives 4 candies, \( c_2 \) receives 3, and \( c_3 \) receives 3. How many ways can we distribute the candies?

The key observation is the following: we can distribute the candies by arranging them in a line, and then placing two “bars” somewhere along the line. For example, the \((4, 3, 3)\) described above can be modeled by the following:

\[ \begin{array}{c|c|c} \star \star \star \star & \star \star \star & \star \star \star \end{array} \]

Each \( \star \) represents a candy, and the two location of the two bars determines the distribution of the candies. Notice that the following distribution is also possible:

\[ \begin{array}{c|c|c} & \star \star \star \star \star \star \star \star \star \star \end{array} \]

The above diagram corresponds to the distribution \((0, 0, 10)\). In general, \( c_1 \) receives the candies left of the first bar, \( c_2 \) receives the candies between the two bars, and \( c_3 \) receives the candies right of the second bar.

So we can see that distributing candies is identical to choosing the location of the two bars. However, the number of ways to do this is not \( \binom{12}{2} \), because this ignores the possibility of placing two bars next to each other. Instead, we should think of the process as follows: there are 12 empty slots, pictured below:

\[ \begin{array}{c|c|c|c|c|c|c|c|c|c|c} & & & & & & & & & & \\
\end{array} \]

We must place bars in two of the slots, and the remaining 10 slots will then represent the 10 candies to distribute. For the distribution \((5, 5, 0)\), the diagram becomes the following:

\[ \begin{array}{c|c|c|c|c|c} & & & & & \\
\end{array} \]
From this perspective, it becomes clear that the number of distributions of 10 candies to 3 children is \( \binom{12}{2} \). In general, if there are \( n \) candies and \( k \) children, then there are \( n + k - 1 \) slots, and we must place \( k - 1 \) bars. The remaining \( n \) candies, interspersed among the bars, represent a distribution. Thus, the number of distributions is \( \binom{n+k-1}{k-1} \).

### 1.1.2 Combinatorial Identities

We now state a couple of basic identities involving combinations.

**Fact 1.** Let \( n \) be a positive integer, and \( k \) be in \( \{1, \ldots, n\} \). Then the following identities hold:

\[
\binom{n}{k} = \binom{n}{n-k} \quad \text{and} \quad \binom{n}{k} = \binom{n-1}{k-1} + \binom{n-1}{k}.
\]

The latter is known as *Pascal’s rule*, named after the mathematician Blaise Pascal.

**Remark:** One proof of these identities is purely algebraic: if we simply use the formula

\[
\binom{n}{k} = \frac{n!}{(n-k)!k!}
\]

on every term, then a bit of algebraic manipulation proves the identity. However, in some sense, this proof is not very elegant because it does not take advantage of the combinatorial interpretation of the terms. Therefore, we now prove each identity by giving a combinatorial interpretation of both sides. Under these interpretations, the validity of the equalities becomes clear.

**Proof.** Let \( A \) be a set with \( n \) elements, where \( n \) is a positive integer. As discussed above, for each equality, we will give a combinatorial interpretation for both the left-hand side (LHS) and the right-hand side (RHS).

In the first equality, the LHS counts the number of subsets of \( A \) that contain exactly \( k \) items. Selecting \( k \) items is equivalent to excluding \( n - k \) items. The number of ways to exclude \( n - k \) items from \( S \) is precisely the RHS of the equality.

In the second equality, the LHS still counts the number of subsets of \( A \) that contain exactly \( k \) items. Since \( n \) is positive, we can fix a particular element of \( A \) which we denote by \( x \). The set of subsets of size \( k \) can be partitioned into two sets: those that contain \( x \), and those that do not. The number of subsets of size \( k \) that contain \( x \) is \( \binom{n-1}{k-1} \). This is because once you choose \( x \) in the subset, you are left to make \( k - 1 \) choices out of the remaining \( n - 1 \) elements. On the other hand, the number of subsets of size \( k \) that exclude \( x \) is \( \binom{n-1}{k} \). The logic behind this expression is that if you exclude \( x \) from the subset, then you are still left to make all the \( k \) choices, but only among the remaining \( n - 1 \) elements. Summing these two values gives the number of ways to choose any subset of size \( k \), as desired.

A pictorial representation of Pascal’s rule (see Fact 1) is known as *Pascal’s triangle*. The triangle is constructed as follows: the top row, which we consider row 0, contains a single 1. Each subsequent row starts and ends with 1, and the internal terms are obtained by summing the closest two terms in the previous row. The first 7 rows are pictured below, where \( n \) represents the row index:
Now consider the values in row \( n \). We claim that these values are precisely, in order, the following:

\[
\binom{n}{0} \binom{n}{1} \cdots \binom{n}{n-1} \binom{n}{n}.
\]

The \( k \)-th term of this row (where \( k \in \{0, 1, \ldots, n\} \)) is precisely \( \binom{n}{k} \)—the proof of this is a simple induction argument that follows easily from Pascal’s identity.

We now state and prove another well-known identity; this one gives a combinatorial interpretation of the coefficients of a binomial expression. Due to this connection, the values \( \binom{n}{k} \) are often called the Binomial coefficients.

**Theorem 2 (Binomial Theorem).** For all \( n \in \mathbb{Z}^+ \) and \( a, b \in \mathbb{R} \),

\[
(a + b)^n = \sum_{k=0}^{n} \binom{n}{k} a^{n-k} b^k.
\]

In other words, for every \( k \in \{0, 1, \ldots, n\} \), the coefficient of \( a^{n-k} b^k \) in the expansion of \( (a + b)^n \) is \( \binom{n}{k} \).

As an example, let us consider the case when \( n = 4 \) and \( k = 3 \). Then the coefficient we seek is that of \( a^1 b^3 \). There are precisely four ways to obtain \( a^1 b^3 \) by expanding \((a + b)^4\): \( abbb \), \( babb \), \( bbab \), and \( bbba \). Each of these ways corresponds to choosing the location of 3 \( b \)'s from four slots, and the number of ways to do this is precisely \( \binom{4}{3} \).

Now we consider the general case. Let \( k \in \{0, 1, \ldots, n\} \), and consider the term \( a^{n-k} b^k \). This term is the product of \( (n-k) \) \( a \)'s and \( k \) \( b \)'s. Furthermore, notice that \( (a + b)^n \) is simply

\[
(a + b)(a + b) \cdots (a + b),
\]

which is the product of \( n \) copies of \( (a + b) \). Upon expansion of this product, we obtain the sum of a \( n + 1 \) terms, and each term is the product of \( n \) variables, distributed as \( a \)'s and \( b \)'s.

Thus, we can think of “building” the coefficient of \( a^{n-k} b^k \) as selecting \( k \) of the \( (a + b) \) terms in \((a + b)^n\) that will contribute a \( b \). The number of ways to do this is precisely \( \binom{n}{k} \), as desired.

**Corollary 3.** For all \( n \in \mathbb{Z}^+ \), the following equality holds:

\[
2^n = \sum_{k=0}^{n} \binom{n}{k}
\]

In other words, the sum of the values in the \( n \)-th row of Pascal’s triangle is \( 2^n \).

**Remark:** The above identity simply follows by \( a = b = 1 \) in Theorem 2. We give an alternate proof below that relates this identity to the set of subsets of a set.
Proof. Let $A$ be a set with $n$ elements, and let $A_k$ denote the subset of the power set $2^A$ containing the subsets of $A$ of size $k$. Then the sets $A_0, A_1, \ldots, A_n$ partition $2^A$, which means the following equalities hold:

$$2^n = |2^A| = |A_0| + |A_1| + \cdots + |A_n| = \binom{n}{0} + \binom{n}{1} + \cdots + \binom{n}{n} = \sum_{k=0}^{n} \binom{n}{k}.$$ 

In other words, every subset of $A$ has a size in $\{0, 1, \ldots, n\}$, so to count the number of subsets of $A$, we can count the number of subsets of each size over all possible sizes.

\[ \square \]

1.2 Cardinality Rules and Principles

In this section, we will see the formalization of counting strategies that we often take for granted: the product rule, the sum rule, and the pigeonhole principle.

1.2.1 The Product Rule

Before stating this rule, we first introduce some notation. For any set $S$ and positive integer $k$, we let $S^k$ denote the set of $k$-length sequences whose elements are in $S$, i.e.,

$$S^k = \{(s_1, s_2, \ldots, s_k) : \forall i \in \{1, 2, \ldots, k\}. s_i \in S\}.$$ 

Notice that $S^2 = S \times S$, but $S^3 \neq (S \times S) \times S$ because the elements of $S^3$ are of the form $(a, b, c)$, while the elements of $(S \times S) \times S$ have the form $((a, b), c)$. However, for notational convenience, we often remove the internal parentheses and write $(a, b, c)$ instead. Using this convention, the set $S^k$ is the Cartesian product of $S$ with itself $k$ times.

The product rule states the following: If $A$ and $B$ are finite sets, then $|A \times B| = |A| \cdot |B|$. This rule allows us to count the number of different ways to “combine” choices. For example, suppose we must create a password that contains five letters of the alphabet (all lowercase), followed by three digits (i.e., 0-9). Let $A = \{a, b, c, \ldots\}$ denote the set of letters, and $B = \{0, 1, \ldots, 9\}$ denote the set of digits. Then to create a valid password, we must select five elements of $A$ (order matters), as well as three elements of $B$ (order matters as well).

Thus, the set $P$ of valid passwords is essentially the set $A^5 \times B^3$: for example, “apple123” is a valid password, and $(a, p, p, l, e, 1, 2, 3)$ is an element of $P$ (with internal parentheses removed). By the product rule, we have $|P| = |A^5 \times B^3| = |A^5| \cdot |B^3| = 26^5 \cdot 10^3$. Thus, there are $26^5 \cdot 10^3$ passwords that satisfy the given conditions.

1.2.2 The Principle of Inclusion-Exclusion

The principle of inclusion-exclusion (PIE) states the following: If $A$ and $B$ are finite sets, then $|A \cup B| = |A| + |B| - |A \cap B|$. Note that if $A \cap B = \emptyset$, then PIE states $|A \cup B| = |A| + |B|$; this special case is known as the sum rule. The name of this principle comes from the fact that we must “exclude” the elements of $A \cap B$ after “including” each of them twice—once as an element of $A$, and once as an element of $B$.

Inclusion-exclusion allows us to count the number of objects that satisfy some property or another, without over-counting the objects that satisfy both. For example, suppose 15 students in
the class own a cat, 20 own a dog, and 10 own both. Then the number of students that own a cat or a dog (or both) is not $15 + 20 = 35$, but rather, $15 + 20 - 10 = 25$ because the 10 people that own both are included in both the 15 cat owners and the 20 dog owners.

### 1.2.3 The Pigeonhole Principle

A pigeonhole is a small box in which a single pigeon can stand. If there are $n$ pigeonholes and over $n$ pigeons, then clearly, some pigeonhole must accommodate at least 2 pigeons—this idea is known as the pigeonhole principle. More formally, the pigeonhole principle states the following: If $A$ and $B$ are finite sets such that $|A| > |B|$ and $f : A \to B$ is a total function, then there exist $a_1, a_2 \in A$ such that $a_1 \neq a_2$ and $f(a_1) = f(a_2)$. Thus, we can think of $A$ as the set of pigeons, $B$ as the set of pigeonholes, and $f$ as the function that matches each pigeon with a pigeonhole. If $|A| > |B|$ then some pigeonhole must accommodate at least 2 pigeons, which is precisely what the principle states. The pigeonhole principle sounds quite obvious, yet when applied correctly, it can be surprisingly powerful.

**Example 1:** Consider a subset $S$ of $\{1, 2, \ldots, 10\}$. We claim that if $|S| \geq 6$, then there exist two distinct elements of $S$ such that one is a factor of the other. This proposition can be verified by checking all $\binom{10}{6}$ subsets, but we can provide a more elegant proof using the pigeonhole principle.

Notice that every positive integer $n$ can be written as $2^k \cdot q(n)$, where $k$ is a nonnegative integer and $q(n)$ is odd. Now consider writing the elements of $S$ in this way. There are only 5 possible values of $q(n)$ (i.e., $\{1, 3, 5, 7, 9\}$), so there exists some odd integer $q$ and $a, b \in S$ such that $a = 2^\alpha q$ and $b = 2^\beta q$, where $a, \beta$ are distinct nonnegative integers. If $\alpha < \beta$ then $a$ is a factor of $b$, and if $\alpha > \beta$, then $b$ is a factor of $a$. In this example, we can think of the “odd component” of the elements of $S$ as the pigeons, and the set $\{1, 3, 5, 7, 9\}$ as the pigeonholes.

### 1.3 The Monty Hall Problem

The Monty Hall problem is a classic problem that highlights the limitations of intuitive reasoning in probability theory. The problem goes as follows: you are on a game show, and there are three closed doors $A, B, C$. Behind one door is a car, and behind the other two are goats. Each door is equally likely to hide the car. You want the car, but you don’t know which door to pick, so you go with $A$. The game host, who knows which door hides the car, then reveals a goat behind $B$. At this point, should you switch to $C$, or stick with $A$? Maybe the odds are now 50/50, so does it even matter?

Before proceeding, we state the rules of the game more formally. In general, the host will always open a door that contains a goat, and the host never opens the door you initially pick. If the door you pick hides a goat, then the host only has one choice of door to open. If the door you pick hides the car, then the host randomly picks each of the other two doors with equal probability.

At first glance, one probably thinks that switching doesn’t matter: after the host opens $B$, there are two remaining doors. We still can’t decide between $A$ or $C$ with certainty, so we might as well stick with $A$. However, this intuition is incorrect: as we shall see, to maximize the probability of winning the car, you should always switch.

So our objective is to compare the following three strategies: “keep $A$” and “always switch”. Recall that when the game is set up, each door is equally likely to hide the car. So let us evaluate the
performance of each strategy over the long run, that is, if we played many games in a row using each strategy:

- Keep A: Since A hides the car 1/3 of the time, this strategy wins roughly 1/3 of the games.
- Always Switch: If A hides the car (which happens roughly 1/3 of the time), then this strategy loses. However, if B or C hides the car, then the host opens C or B respectively. In these cases, switching wins! Thus, this strategy loses roughly 1/3 games, so it wins roughly 2/3 games.

As we can see, the “always switch” strategy performs better over the long run. In the subsequent sections, we will formalize our intuitive understanding of probability and apply it to a variety of problems.

1.4 Formalizing Probability

The foundations of mathematical probability lie in set theory, which at this point, we already understand fairly well. In general, when reasoning about probability, we must consider the set of all possible outcomes and the likelihood of each one; the formal definitions are given below.

Definition 1. A sample space is a non-empty countable set. An outcome is an element of a sample space, and an event is a subset of the sample space (i.e., a set of outcomes). If A is an event of a sample space S, then we let \( \overline{A} = S \setminus A \) denote the complement of A.

Now recall that if \( a, b \) are real numbers and \( a \leq b \), then \([a, b]\) denotes the set \{ \( x \in \mathbb{R} : a \leq x \leq b \) \}.

Definition 2. If S is a sample space, then a probability function on S is a total function \( \Pr : S \to [0, 1] \) that satisfies \( \sum_{x \in S} \Pr(x) = 1 \). If \( x \in S \) is an outcome, then \( \Pr(x) \) denotes the probability of \( x \). If \( A \subseteq S \) is an event, then \( \Pr(A) \) is defined as \( \sum_{x \in A} \Pr(x) \) and denotes the probability of A.

As we can see, a probability function specifies a value \( \Pr(x) \in [0, 1] \) for every outcome \( x \in S \). Furthermore, the requirement \( \sum_{x \in S} \Pr(x) = 1 \) is equivalent to \( \Pr(S) = 1 \); this formalizes our intuition that no matter what happens, the outcome will definitely be an element of S.

1.4.1 Probability Rules

Now that we have formalized the definitions related to probability, we can start studying some fundamental rules that allow us to reason about probabilistic events. Intuitively, we can reason about these rules as follows: the sample space S is a large dartboard, and an event A is a small region of the dartboard. Then the value of \( \Pr(A) \) represents the ratio of the area of A to the area of S. Throughout the following, we let A and B denote events, i.e., subsets of a sample space S.

1. **Sum Rule:** If A and B are disjoint events, then \( \Pr(A \cup B) = \Pr(A) + \Pr(B) \).

2. **Inclusion-Exclusion:** For any events A and B, \( \Pr(A \cup B) = \Pr(A) + \Pr(B) - \Pr(A \cap B) \). In our dartboard analogy, this corresponds to finding the area of \( A \cup B \), and so the rule follows from the principle of inclusion-exclusion that we saw in our lecture on combinatorics. Notice that the sum rule is a special case of inclusion-exclusion: if A and B are disjoint, then \( \Pr(A \cap B) = 0 \). We now discuss two other special cases of inclusion-exclusion.
(a) **Boole’s inequality**: \( \Pr(A \cup B) \leq \Pr(A) + \Pr(B) \). This follows directly from inclusion-exclusion because \( \Pr(A \cap B) \geq 0 \).

(b) **Union bound**: For any set of events, the probability of their union is at most the sum of the probability of each event. In other words, if \( A_1, A_2, \ldots \) are events, then

\[
\Pr(A_1 \cup A_2 \cup \cdots) \leq \Pr(A_1) + \Pr(A_2) + \cdots.
\]

Note that this bound holds for a finite set of events, as well as an infinite set.

3. **Difference Rule**: \( \Pr(A \setminus B) = \Pr(A) - \Pr(A \cap B) \). This rule follows by observing that any event \( A \) can be partitioned into the disjoint events \( A \setminus B \) and \( A \cap B \).

(a) **Complement Rule**: \( \Pr(B) = 1 - \Pr(B) \). This rule follows from the difference rule by setting \( A = S \), in which case \( A \setminus B = B \) and \( \Pr(A) = \Pr(S) = 1 \).

(b) **Monotonicity Rule**: If \( A \subseteq B \), then \( \Pr(A) \leq \Pr(B) \). This rule is known as monotonicity because it states that the \( \Pr \) function does not decrease if we add outcomes to the event.

In everyday life, we often use these rules without noticing. However, as we have seen, informal justifications of probability can lead to incorrect results, so a formal mathematical understanding of these rules is critical.

### 1.4.2 Probabilistic Reasoning

Now that we have a list of rules, we can state a high-level strategy for reasoning about probabilistic events. Whenever faced with a probability problem, one should consider the following strategy:

1. Determine the sample space (i.e., the set of all possible outcomes).
2. Define the interesting event (i.e., the subset containing all interesting outcomes).
3. Calculate the probability of each outcome.
4. Calculate the probability of the event.

In this section, we will apply this strategy in several scenarios.

**Rolling a Fair Die**: Suppose we roll a fair 6-sided die once; let \( X \) denote the outcome of this roll. Here, the sample space is simply \( \{E_1, E_2, E_3, E_4, E_5, E_6\} \), where \( E_i \) denotes the outcome “\( X = i \)”. Since the die is fair, each outcome occurs with probability \( 1/6 \); in other words,

\[
\Pr(E_1) = \Pr(E_2) = \cdots = \Pr(E_6) = \frac{1}{6}.
\]

Now let us formally calculate the probability that \( X \) is even. If we let \( A \) denote this event, then \( A = \{E_2, E_4, E_6\} \). Since each outcome in \( A \) occurs with probability \( 1/6 \) and all outcomes are disjoint, we can apply the sum rule to obtain \( \Pr(A) = 3/6 = 1/2 \), which matches our intuition.

Now consider the event containing outcomes where \( X \) is even or prime. Let \( B \) denote this event, and notice that there are multiple ways of calculating \( B \):

1. **Sum Rule**: Since \( B = \{E_2, E_3, \ldots, E_6\} \) and all outcomes are disjoint, we can conclude \( \Pr(B) = \Pr(E_2) + \Pr(E_3) + \cdots + \Pr(E_6) = 5/6 \).
2. Complement Rule: Notice that $\bar{B} = \{E_1\}$, so $\Pr(\bar{B}) = 1/6$. This implies $\Pr(B) = 1 - 1/6 = 5/6$.

3. Inclusion-exclusion: Recall that $B$ must capture the event that $X$ is even or prime. Therefore, $B = V \cup P$ where $V = \{E_2, E_4, E_6\}$ (evens) and $P = \{E_2, E_3, E_5\}$ (primes), and so $V \cap P = \{E_2\}$.

By inclusion-exclusion, we have $\Pr(B) = \Pr(V) + \Pr(P) - \Pr(V \cap P) = 3/6 + 3/6 - 1/6 = 5/6$.

**Rolling an Unfair Die:** Now let’s roll another 6-sided die, and let $Y$ denote the outcome of this roll. The sample space is still $\{E_1, \ldots, E_6\}$, where $E_i$ denotes the outcome “$Y = i$”. However, unlike the previous die, this die is not fair: for every $i \in \{1, 2, \ldots, 5\}$, this die is twice as likely to roll $i$ than $i + 1$. In other words, the die obeys the following probability function:

$$\Pr(E_i) = 2 \cdot \Pr(E_{i+1}) \quad \forall i \in \{1, \ldots, 5\}.$$ 

Since exactly one of the 6 outcomes must still occur, and all of the outcomes are disjoint, the probability distribution still obeys the following equality:

$$\Pr(E_1) + \Pr(E_2) + \Pr(E_3) + \Pr(E_4) + \Pr(E_5) + \Pr(E_6) = 1.$$ 

Now let us first calculate the probability of each of the 6 outcomes. Notice that if we let $p = \Pr(E_6)$, then $\Pr(E_5) = 2p$, and similarly, $\Pr(E_4) = 2 \cdot \Pr(E_5) = 4p$. This line of reasoning yields

$$32p + 16p + 8p + 4p + 2p + p = 1,$$

and solving this equation yields $p = 1/63$. Now we can solve for the probability of each outcome. In particular, $\Pr(E_1) = 32/63$, which is much larger than 1/6. Furthermore, the probability that $Y$ is even is now $\Pr(E_2) + \Pr(E_4) + \Pr(E_6) = 16/63 + 4/63 + 1/63 = 21/63 = 1/3$. Similarly, we can see that the probability that $Y$ is even or prime is (using the complement rule) $1 - \Pr(E_1) = 31/63$.

**The Birthday Paradox:** We now study a phenomenon known as the *birthday paradox*. This actually isn’t a paradox in the strictest sense of the word, because the result we derive will be mathematically rigorous. However, for somebody who has never seen the result, it may sound quite surprising.

The setup is the following: assume that there are $n$ students in a class, and a year has $d$ days. Of course, we know that $d = 365$, but by using the variable $d$, our analysis can apply to a more general setting (e.g., if we set $d = 30$, then this is solving the problem of only considering students born in April). Assuming that each student is equally likely to have been born on any of the $d$ days, what is the probability that all $n$ birthdays are distinct?

Let’s fix an ordering of the students, and count the number of outcomes. In this case, an outcome is a sequence of length $n$, and each element is one of the $d$ days. Thus, the total number of possible outcomes is $d^n$. Furthermore, since the birthdays are all independent from each other and identical, every outcome is equally likely. Thus, each outcome occurs with probability $1/d^n$.

Now let $D$ denote the outcome that the birthdays are distinct. For the birthdays to be distinct, the first student can have any one of $d$ birthdays, but then the second birthday only has $(d - 1)$ possibilities. This reasoning continues until the $n$-th student only has $(d - (n - 1))$ possibilities. Thus, the total number of outcomes with no repeated birthdays is $d(d - 1)(d - 2) \cdots (d - (n - 1))$.

Since each outcome is equally likely, the probability of our outcome having distinct birthdays is the following:

$$\Pr(D) = \frac{d(d - 1)(d - 2) \cdots (d - (n - 1))}{d^n} = \frac{d}{d} \cdot \frac{d - 1}{d} \cdot \frac{d - 2}{d} \cdots \frac{d - (n - 1)}{d} = \left(1 - \frac{0}{d}\right) \left(1 - \frac{1}{d}\right) \left(1 - \frac{2}{d}\right) \cdots \left(1 - \frac{n - 1}{d}\right).$$
We now make use of the bound $1 - x < e^{-x}$ for any positive real number $x$. (This can be proved by, say, considering the Taylor series for $e^{-x}$.) Applying this inequality to each term above yields the following:

$$\Pr(D) < e^{-0/d} \cdot e^{-1/d} \cdot e^{-2/d} \cdots e^{-(n-1)/d}$$

$$= e^{-\sum_{i=1}^{n-1} i/d}$$

$$= e^{-n(n-1)/(2d)}.$$  

Notice that as $n$ increases, this upper bound on $\Pr(D)$ decreases. Intuitively, this makes sense: as the number of students increases, the probability that all birthdays are distinct decreases. In fact, by the pigeonhole principle, if $n \geq d + 1$ then $\Pr(D) = 0$.

Equipped with this bound, we can determine the value of $n$ that is large enough to ensure $\Pr(D) < 1/2$. It is straightforward to verify that if $n \geq 25$, then $e^{-n(n-1)/(2 \cdot 365)} < 0.44$. This means that in a class of only 25 students, it is more likely than not that two students share a birthday!

1.4.3 Conditional Probability

Finally, we formalize the notion of conditional probability.

**Definition 3.** Let $A$ and $B$ be two events of a sample space. Then the probability of the event “$A$ given $B$”, denoted $A|B$, is defined as the following:

$$\Pr(A|B) = \frac{\Pr(A \cap B)}{\Pr(B)}.$$  

Intuitively, we can appreciate the utility of conditional probabilities by considering the following scenario: Suppose $B$ is an extremely unlikely event, i.e., $\Pr(B)$ is very small, and $A$ is a strict subset of $B$, so $\Pr(A)$ is even smaller. Normally, we do not expect $A$ to happen; however, if we were told that $B$ happened, we start to suspect $A$ also happened. This is given by the probability of $A$ conditioned on the fact that $B$ happened.

We can also extend the “dartboard” analogy to this situation. In this case, we know that the dart hit the region corresponding to $B$, and we want to know if the dart also hit $A$. Then we only need to concern ourselves with the region of $A$ that is contained in $B$, and the new “sample space” is only the region corresponding to $B$.

**Independence:** Intuitively, two events $A$ and $B$ are independent if knowing the outcome of $B$ does not affect the probability of $A$. Mathematically, $A$ is independent of $B$ if $\Pr(A|B) = \Pr(A)$. Notice that, from the definition of conditional probability, this equation is equivalent to $\Pr(A \cap B) = \Pr(A) \cdot \Pr(B)$. From this perspective, it is clear that $A$ is independent of $B$ if and only if $B$ is independent of $A$.

1.5 Conditional Probability

Recall our definition of conditional probability, when we want to know the probability of the event “$A$ given $B$”:

$$\Pr(A|B) = \frac{\Pr(A \cap B)}{\Pr(B)}.$$  
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We are asking for the probability of event $A$ after restricting our sample space to event $B$, see the following diagram in Figure 1.1. Event $A \cap B$ has a small probability, but once we restrict to only event $B$ instead of the entire sample space, it may be a larger fraction and therefore a higher probability.

![Figure 1.1: Sample space $S$, shaded blue area showing restricting space to event $B$.](image)

**Example 1:** Let’s revisit the Monty Hall problem now that we know the concept of conditional probability. Recall that there are 3 closed doors $A$, $B$, and $C$ for the guest to pick and behind one door is a car, while behind the other two are goats. After the guest picks a door, the host opens one of the two remaining doors to reveal a goat. Then, the guest is given the option to switch the door they picked. We saw that the guest is more likely to win by switching. Let’s define some events formally.

- $X$: guest wins car by switching
- $Y$: car is at location $A$ and there is a goat at $B$
- $Z$: guest picks door $A$ and host reveals a goat at $B$

Event $Y$ happens when the car is at location $A$, since both other locations will necessarily have goats. Thus, $\Pr(Y) = \frac{1}{3}$. Event $X$ and $Y$ both happen when the guest does not originally pick door $A$, but then switches to door $A$. Thus, the guest could pick door $B$ or $C$. This could happen 2 ways with probability $\Pr(X \cap Y) = \frac{2}{9}$. Now we can compute the probability of the guest winning by switching given that the car is at $A$:

$$\Pr(X|Y) = \frac{\Pr(X \cap Y)}{\Pr(Y)} = \frac{2/9}{1/3} = \frac{1}{3}. $$

Let’s consider event $Z$. There are two ways for this event to occur. The location of the car is $A$ and the guest picks $A$, then the host reveals goat at $B$ is one way with probability $1/18$. The location of the car is at $A$, the guest picks $C$, then host reveals goat at $B$ occurs with probability $1/9$. Thus,

$$\Pr(X|Z) = \frac{P(X \cap Z)}{P(Z)} = \frac{1/9}{1/9 + 1/18} = \frac{2}{3}. $$

The calculation of $\Pr(X|Y)$ includes the outcome that the host opens door $C$, which included some extraneous outcome in our calculation. In reality, we are interested in the probability of
winning by switching given the guest picks door $A$ and the host opens door $B$. This aligns with what we calculated last time— that the guest’s best strategy is to switch.

Let’s consider another example of conditional probability leading to a counter-intuitive result. **Example 2:** Suppose we have a test that tells us whether a person is sick with a high degree of accuracy. For a person who is healthy, the test will likely be negative and for a person who is sick, the test will likely be positive. We define the following events.

- $A$: test is positive
- $\bar{A}$: test is negative
- $B$: person is healthy
- $\bar{B}$: person is sick

We have the following tree in Figure 1.2 showing the probability that someone is healthy and the probability of each test result. A positive test result for a healthy person is known as a false positive, and a negative test for a sick person is known as a false negative.

![Tree Diagram for Example 2](image)

Now, if we run the test and the test is positive, intuitively we expect that the person is sick. In other words, we expect the number of false positives to be low. That is, we expect $Pr(B|A)$ to be low and $Pr(\bar{B}|A)$ to be high. Let’s see if this is the case.

\[
Pr(B|A) = \frac{Pr(A \cap B)}{Pr(A)} = \frac{.059}{.1085} = .544
\]
\[
Pr(\bar{B}|A) = \frac{Pr(A \cap \bar{B})}{Pr(A)} = \frac{.0095}{.1085} = .09
\]

What happened? If we were to test a random person and the test is positive, it is more likely that they are healthy than they are sick. This is the result of the fact that the vast majority of people are healthy. Fortunately, medical tests are not usually run on random people, but on those showing symptoms of being sick!

When considering two events, we may not always know the probability of their intersection. We will introduce two rules that are useful for calculating conditional probabilities in such cases.
1. **Bayes’ Rule:** Suppose we have two events $A$ and $B$. Bayes’ Rule relates the conditional probabilities $P(A|B)$ and $P(B|A)$.

$$Pr(A|B) = \frac{Pr(B|A)Pr(A)}{Pr(B)}$$

Note that $Pr(A \cap B) = Pr(B|A)Pr(A) = Pr(A|B)Pr(B)$ by our definition of conditional probability, so this rule is straightforward to derive from there.

2. **Law of Total Probability:**

$$Pr(A) = Pr(A|B)Pr(B) + Pr(A|\overline{B})Pr(\overline{B})$$

This law is also intuitive, the total probability of event $A$ is the sum of the probability of $A \cap B$ and $A \cap \overline{B}$.

We can also combined the two rules:

$$Pr(A|B) = \frac{Pr(B|A)Pr(A)}{Pr(A|B)Pr(B) + Pr(A|\overline{B})Pr(\overline{B})}.$$

**Example 3:** Suppose we want to know the probability of Duke winning the NCAA tournament. We define the following events.

$A$: Duke wins the NCAA tournament  
$B$: Duke beats UNC in the ACC tournament

Suppose we are given that $Pr(B) = .75$, $Pr(A|B) = .99$, and $Pr(A|\overline{B}) = .25$. Now, if we know that Duke won the NCAA tournament, what is the probability they beat UNC? We can use the above formula:

$$Pr(B|A) = \frac{Pr(A|B)Pr(B)}{Pr(A|B)Pr(B) + Pr(A|\overline{B})Pr(\overline{B})} = \frac{(0.99)(0.75)}{(0.99)(0.75) + (0.25)(0.25)} \approx 0.922$$

### 1.5.1 Simpson’s Paradox

Suppose we have two schools within a university: School A and School B. The school admits 100 students per year, and last year they admitted 51 men and 49 women. Is this school admissions process biased against women? Let’s consider the admissions breakdown by school.

<table>
<thead>
<tr>
<th>School</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1/10</td>
<td>40/90</td>
</tr>
<tr>
<td>B</td>
<td>50/90</td>
<td>9/10</td>
</tr>
<tr>
<td>Overall</td>
<td>51/100</td>
<td>49/100</td>
</tr>
</tbody>
</table>

It seems that each individual school is biased towards men, but overall the university is biased towards women. How could this be possible? This is a result of the fact that one school is more selective than the other. More women applied to the more selective school, so overall fewer women gain admission to the university. In the language of probabilities, the conditional probability of acceptance of men in both schools is smaller than that of women, but the unconditional probability of acceptance of men is higher than that of women.
1.6 Independence

Recall that two events $A$ and $B$ are independent if knowing the outcome of $B$ does not affect the probability of $A$, and vice versa. Formally, $A$ and $B$ are independent of $B$ if $\Pr(A|B) = \Pr(A)$. Equivalently, $\Pr(A \cap B) = \Pr(A) \Pr(B)$. We will consider the case when we have more than 2 events.

**Definition 4.** Suppose we have events $A_1, \ldots, A_n$ and $k$ is a positive integer such that $k \leq n$. These events are said to be $k$-wise independent if, for any subset with size $\leq k$, the subsets are independent.

$$\Pr\left(\bigcap_{i_1} \cdots \cap_{i_j} A_{i_j}\right) = \Pr(A_{i_1}) \Pr(A_{i_2}) \cdots \Pr(A_{i_j}) \quad \text{for any } j \leq k.$$

**Definition 5.** Suppose we have events $A_1, \ldots, A_n$. These events are said to be mutually independent if they are $n$-wise independence.

Intuitively, a set of events is mutually independent if the probability of each event is the same no matter which of the other events has occurred.

**Example 4:** Suppose we have three fair coins, and we toss all of them such that each toss is independent. We will define the following events:

- $A_1$: Coins 1 and 2 have the same result
- $A_2$: Coins 2 and 3 have the same result
- $A_3$: Coins 1 and 3 have the same result

We will show that these events are 2-wise independent, often called pairwise independent. $\Pr(A_1) = \Pr(A_2) = \Pr(A_3) = 1/2$. Then,

$$\Pr(A_1 \cap A_2) = 1/4$$

However, consider the event $A_1 \cap A_2 \cap A_3$. There are two ways for this to happen: all heads or all tails. So this occurs with probability $1/4$. However, $\Pr(A_1) \Pr(A_2) \Pr(A_3) = 1/8$. Thus, these events are not 3-wise independent. Note that $\Pr(A_3|A_1 \cap A_2) = 1$.

1.7 Variance of Random Variables

Recall that a random variable is a total function whose domain is a sample space $S$. The codomain of a random variable is often $\mathbb{R}$ or $\{0,1\}$, but in general, it can be any set.

Let $X : S \rightarrow \mathbb{R}$ be a random variable. Recall that the expectation of $X$ represents the “average value” of $X$, and can be written in the following two ways:

$$[X] = \sum_{\omega \in S} X(\omega) \cdot \Pr[\omega] = \sum_{x \in \mathbb{R}} x \cdot \Pr[X = x]. \quad (1.1)$$

Another important quantity associated with $X$ is its variance, given as follows:

$$[X] = [(X - [X])^2] = [X]^2 - [X]. \quad (1.2)$$
(Note that \( \overline{X} \) denotes the quantity \( (X)^2 \).) Intuitively, the variance of \( X \) measures how “spread out” the values of \( X \) are: if \( \overline{X} = 0 \), then \( X \) is a constant, and if \( \overline{X} \) is high, then \( X \) often takes value far from its expectation. Finally, the standard deviation of \( X \) is the positive square root of its variance.

**Geometric random variable:** Recall the following random process: we have a coin that results in \( H \) with probability \( p \), and we repeatedly flip this coin until we obtain a head \( H \). Thus, each outcome in the sample space is a sequence of (possibly 0) tails, followed by a single head. We can define a random variable \( X \) on this sample space as follows:

\[
\forall s \in S. \quad X(s) = \text{length of } s.
\]

Notice that \( \Pr[X = x] = (1 - p)^{x-1}p \) for every \( x \in \mathbb{Z}^+ \). Such a random variable \( X \) is often known as a geometric random variable with parameter \( p \). (Intuitively, the value of \( p \) can be interpreted as the probability of “success,” i.e., the probability that the experiment ends at each flip.)

Recall that the expectation of this random variable is \( 1/p \). Now we will calculate its variance:

\[\overline{X} = \overline{X^2} - \overline{X} = \overline{X^2} - \frac{1}{p^2}. \tag{1.3}\]

Let \( S = \overline{X^2} \), and notice from the right-hand side of (1.2), we can write \( S \) as follows:

\[S = 1^2p + 2^2(1 - p)p + 3^2(1 - p)^2p + 4^2(1 - p)^3p + \cdots\]

\[(1 - p) \cdot S = 1^2(1 - p)p + 2^2(1 - p)^2p + 3^2(1 - p)^3p + \cdots\]

Subtracting the second equation from the first equation yields

\[pS = p + 3(1 - p)p + 5(1 - p)^2p + 7(1 - p)^3p + \cdots,\]

which implies

\[S = 1 + 3(1 - p) + 5(1 - p)^2 + 7(1 - p)^3 + \cdots.\]

and

\[(1 - p)S = (1 - p) + 3(1 - p)^2 + 5(1 - p)^3 + \cdots.\]

Again, we subtract \((1 - p)S\) from \(S\) to obtain the following:

\[pS = 1 + 2(1 - p) + 2(1 - p)^2 + 2(1 - p)^3 + \cdots\]

\[= 1 + 2(1 - p) \left[ 1 + (1 - p) + (1 - p)^2 + \cdots \right]\]

\[= 1 + 2(1 - p) \cdot \frac{1}{1 - (1 - p)}\]

\[= \frac{2 - p}{p}.\]

Since we initially let \( S = \overline{X^2} \), substituting this into (1.3) yields

\[\overline{X} = \frac{2 - p}{p^2} - \frac{1}{p^2} = \frac{1 - p}{p^2}.\]

We will now prove a theorem that can often be applied to calculate the variance of random variables more generally. Recall that if two random variables \( X \) and \( Y \) are independent, then \( \overline{XY} = \overline{X} \cdot \overline{Y} \).
Theorem 4. If $X$ and $Y$ are independent random variables, then

$$[X + Y] = [X] + [Y].$$

Remark: This statement of this theorem is similar to that of linearity of expectation $[X + Y] = [X] + [Y]$. However, for variance, independence of $X$ and $Y$ is required, whereas linearity of expectation holds regardless of whether the random variables in consideration are independent.

Proof. By the equation given in (1.2), we have

$$[X + Y] = ([X + Y]^2)^{\frac{1}{2}} [X + Y].$$

Consider the first term of the expression above:

$$[(X + Y)^2] = [X^2 + 2XY + Y^2] = [X^2] + 2 \cdot [XY] + [Y^2], \tag{1.4}$$

and now the second:

$$2[X + Y] = (X + Y)^2 = [X] + 2 \cdot [X] \cdot [Y] + [Y]. \tag{1.5}$$

Since $X$ and $Y$ are independent, we know that $2 \cdot [XY] = 2 \cdot [X] \cdot [Y]$. Thus, subtracting (1.5) from (1.4) yields

$$[X + Y] = [X^2] - 2 [X] + [Y^2] - 2 [Y]$$

$$= [X] + [Y],$$

where the second equality again holds from (1.2). \qed

Binomial random variable: Now consider the following process: we flip a coin $n$ times, and each result is $H$ with probability $p$ and independent of the other results. We define a random variable $X$ that maps each outcome to the number of $H$’s it contains. Such a random variable is known as a binomial random variable with parameters $n$ and $p$. We’ve already seen that this random variable has expectation $np$; we now consider its variance.

Corollary 5. The variance of a binomial random variable $X$ with parameters $n$ and $p$ is $np(1 - p)$.

Proof. We shall write $X$ as the sum of $n$ Bernoulli random variables: for every $i \in \{1, 2, \ldots n\}$, we define a random variable $X_i$ as 1 if the $i$-th flip returned $H$, and 0 otherwise. Now notice that

$$X = X_1 + X_2 + \cdots + X_n.$$ 

In other words, the total number of heads can be calculated by summing independent and identical Bernoulli random variables over the $n$ flips. We’ve seen that the variance of each $X_i$ is $p(1 - p)$.

Furthermore, since the outcome of the coin flips are independent of one another, we can apply Theorem 4 (repeatedly):

$$[X] = [X_1] + [X_2] + \cdots + [X_n] = np(1 - p).$$ \qed

17
1.8 Deviation from Expectation

We will conclude our study of random variables by looking at some useful and well-known bounds. These bounds apply to a broad class of random variables and are generally used to understand the probability that a random variable deviates from its expectation.

**Theorem 6** (Markov’s Bound). Let $X$ be a non-negative random variable, and let $k$ be a positive real number. Then

$$\Pr[X > k] < \frac{[X]}{k}.$$  

**Proof.** Let $p$ denote the probability that $X$ is at least $k$, i.e., $p = \Pr(X > k)$. Recall from (1.1) that we can write the expectation of $X$ as follows:

$$[X] = \sum_{x \in \mathbb{R}} x \cdot \Pr[X = x]$$

$$= \sum_{x > k} x \cdot \Pr[X = x] + \sum_{x \leq k} x \cdot \Pr[X = x]$$

$$> k \sum_{x > k} \Pr[X = x] + \sum_{x < k} 0 \cdot \Pr[X = x]$$

$$= k \cdot \Pr[X > k],$$

Dividing the expressions above by $k$ yields the desired result. 

We now apply Theorem 6 on a particular non-negative random variable to obtain another well-known bound that is often more useful.

**Theorem 7** (Chebyshev’s Bound). Let $X$ be a random variable, and let $\sigma_X$ denote the standard deviation of $X$. Then for any $c \in \mathbb{R}^+$, the following inequality holds:

$$\Pr\left[|X - [X]| > c \cdot \sigma_X\right] < \frac{1}{c^2}.$$  

**Proof.** Consider the random variable $(X - [X])^2$. Notice that the expectation of this random variable is precisely $\sigma_X^2$, i.e., the variance of $X$. Furthermore, notice that this real variable is always non-negative. Thus, for any $k \in \mathbb{R}^+$, the following holds:

$$\Pr\left[(X - [X])^2 > k\right] < \frac{[(X - [X])^2]}{k} = \frac{[X]}{k}.$$  

In particular, we can set $k = c^2 \cdot [X]$ to obtain

$$\Pr\left[(X - [X])^2 > c^2 \cdot [X]\right] < \frac{1}{c^2}.$$  

Since we know that $c$ is positive, the event considered above is precisely the event considered in the statement of the theorem. Thus, the inequality holds. 

18
**Example 1:** Now let us apply these bounds in the following scenario: we toss a fair coin \( n \) times, and let \( X \) denote the number of resulting \( H \)'s (i.e., \( X \) is a binomial random variable with parameters \( n \) and \( p = 1/2 \)). Then \( [X] = np = n/2 \), that is, we expect to see \( n/2 \) heads. But in reality, the number of heads almost certainly will not be exactly \( n/2 \), so we ask ourselves: what is the probability that \( X \) exceeds its expectation by over \( \sqrt{n} \)? In other words, we seek the value of

\[
\Pr \left[ X > \frac{n}{2} + \sqrt{n} \right].
\]

Observe that Theorem 6 tells us

\[
\Pr \left[ X > \frac{n}{2} + \sqrt{n} \right] < \frac{n/2}{n/2 + \sqrt{n}},
\]

but this bound is not very illustrative. If \( n \) is large, then this number is only slightly smaller than 1, which is a trivial upper bound on the value we seek. (For example, if \( n = 1024 \), then the above bound tells us the probability is at most 0.94, which is close to 1.)

In contrast, Theorem 7 gives a much tighter bound. The variance of \( X \) is \( np(1 - p) = n/4 \) (see Corollary 5) so its standard deviation is \( \sigma_x = \sqrt{n}/2 \). This implies the following:

\[
\Pr \left[ X > \frac{n}{2} + \sqrt{n} \right] < \Pr \left[ \left| X - \frac{n}{2} \right| > \sqrt{n} \right] < \frac{1}{4}.
\]

The first inequality holds because the event on the left-hand side is a strict subset of the event on the right-hand side, and the second inequality follows from Theorem 7 by setting \( c = 2 \) so that \( c \cdot \sigma_x = \sqrt{n} \).